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Summary: 
The Selfie Aligner can align to the mirror tag with a repeatability of less than 

0.1 mm and 0.3 mRad. In a test series with 20 alignments the mean deviation 
was 0.072 mm and 0.214 mRad. 10-50 times better than traditional systems! 

 
Scope: 

This document presents results from a test series with the Selfie Aligner. The 

scope of the test was to measure the repeatability of the Selfie Aligner.  
The accuracy of the system is so high that it is also relevant to look into the 

precision and stability of the robot arm and the mobile platform. 
 
Test plan: 

In the test a series of alignments was performed to a tag at a fixed position. 
A mean pose for the alignments was found by calculating the mean value for 

each coordinate in the poses. For all alignments the deviation from this mean 
pose was calculated for each coordinate in the pose.  
To condense values for the alignment the Euclidian distance, based on the 

deviations for each coordinate, was calculated for position and orientation.  
These two values (Δxyz and ΔRxRyRz) for the alignments in the test was used 

to find a mean value for the alignment accuracy. 
 
Test setup: 

The tests were set up with the Selfie Aligner and a UR5 robot at Smart Lab, 
Aalborg University. 

The Selfie Aligner consist of a camera tool, mounted at the end of the robot 
arm and a calibration tag with a build in mirror. The robot arm was mounted 
on a mobile platform and the mirror tag was mounted on the same platform. 
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The tests were performed with an early version of the Selfie Aligner. This 

version of the are based on a Raspberry Pi 4 and a Raspberry Pi HQ camera 
equipped with a 16 mm lens. This simple version of the Selfie Aligner is only 
designed for showing the basic idea and proof the concept. 

 
By information from the camera tool the robot controller can move the robot 

arm with the camera to a predefine position above the mirror tag. In an 
iterative process the position and orientation (pose) off the camera tool is 
optimized until the pose is inside a predefine tolerance. This final pose is the 

alignment pose and hold information on the relation between the coordinate 
system for the robot arm and the coordinate system for the mirror tag. 

 
For the first test series the system was forced to use more steps in the 

alignment process by setting the tolerances for the final alignment to a quite 
narrow value, ±0.1 mm and ±0.2 mRad. This gave a little slower alignment 
with more iteration before the camera tool found the right pose. 

 
To measure the repeatability a series of 20 alignment was performed to a tag 

at a fixed position. The final poses from the 20 alignments were recorded to 
perform statistical analysis on the result.  
 

To avoid the aligner just repeating the same movement multiple times the 
alignment test was setup to begin the process from 20 different start points. 

The base for these start points was a pose close to the final alignment point.  
 
The 20 different start poses was generated by making small changes or offset 

to each coordinate in the general start pose for the test.  
Same offset values were used for all start points but for each coordinate the 

offset was added (+) or subtracted (-). All the 20 start points was different. 
These 20 combinations of adding or subtracting offset to the values was used: 
+++ +++,+-+ +-+,--+ --+,-++ -++,++- ++-,+-- +--,--- ---,-+- -+-,+++ -

++,+-+ --+,--+ +-+,-++ +++,++- -+-,+-- ---,--- +--,-+- ++-,+++ --+,+-
+ +++,--- ++-,-+- -++ 

 
By changing all coordinates in the pose the aligner was forced to make 
adjustments to all values That is, the aligner was forced to make adjustments 

to all six DoF for the robot arm. 
 

 
Statistics: 

In the spreadsheet below the raw values from each of the 20 alignment points 

is shown as m and Rad. The actual start pose for each alignment are shown as 
a number. 

For each coordinate in the final pose the mean value (average), standard 
deviation, max and min values was first calculated. 
 

The diversion for each coordinate was then found as the difference between 
the mean value and the actual value. In the spreadsheet these values are 

named Δx, Δy, Δz, ΔRx, ΔRy, ΔRz and shown as µm and µRad. 
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To consolidate the result the Euclidian distance between the mean pose and 
the final pose was calculated for both position and orientation (Δxyz and 

ΔRxRyRz). These values are also shown as µm and µRad.  

These two values, highlighted in green, were used as an indicator for the 

quality of the alignment. 
 
The Selfie Aligner could find the alignment pose with an average error of 73 

µm and 215 µRad. The biggest deviation (max or min) from the mean values 
was 87 µm on position and 290 µRad. That is ±1/10 mm and ±1/3 mRad. 

 
Traditional alignment systems, based on a camera and a small chessboard or 
QR code, can align with ±1 mm and ±1º. 1º is 17.45 mRad. 

For direct comparison this tolerance is equal to 1,000 µm and 17,450 µRad. 
The Selfie Aligner is 10-time better on the position precision and 50-time 

better on the orientation precision than the traditional chess board systems. 
 

Data: 

The data below is from an experiment at Smart Lab, Aalborg University 6/11 
2023. The robot was a Universal Robots UR5 CB3 running PolyScope 3.15.8 

The Selfie Aligner was set to continue the iterative alignment process until the 
proposed adjustments for position was less than 0.1 mm on the position and 

less than 0.2 mRad on the orientation. 
The start pose for this test was off-set by ±3 mm on the position and ±8.73 
mRad (0.5º) on Rx and Ry. Rz had a ±100 mRad (5.3º) off-set. 

The date on the pose for the camera tool was recorded by the PolyScope 
program and saved as Installation Variables.  

 
A video from the test can be found here:  

https://vimeo.com/886262666/e36fd86f21 

 

 
Setup for testing the repeatability of the Selfie Aligner 
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Steps: 
In the iterative alignment process the robot steps the camera towards the 

pose for the best alignment. These steps can also be registered and analyzed. 
 
In the process the Selfie Aligner program analyzed an image from the camera 

and calculated a proposal on how to move the camera to a better position. 
After the robot have adjusted the pose for the camera a new image is 

captured. This image is then analyzed and the next proposal for moving the 
camera pose is calculated. 
When all six coordinates in the proposal are inside a preset tolerance the 

process is stopped and the last pose is used as the result for this alignment. 
 

The final alignment and all steps toward this pose are saved as Installation 
Variables in the PolyScope program (controller for the robot arm) and later 

transferred to a text document. This document is stripped of all non-relevant 
information and the data is transferred to a spreadsheet as a csv file. 
 

In the spreadsheet all the raw date from alignment processes is collected for 
further analysis. The Installation Variables from PolyScope do not come in 

number order so first step is to rearrange the values to reflect the order in the 
alignment process. 
 

In this spreadsheet below the values from a typical alignment process are 
shown with the pose for each step (units of mm and Rad) together with the 

steps between these steps (unit of mm and mRad).  
 

 
 

The first steps are quite big and the last steps are very small. The alignment 
process stops when all coordinates in the last proposal for the next step are 
smaller than the preset tolerance, here 0.15 mm and 0.3 mRad. The tolerance 

limit is first met on the position but all 6 coordinates must be inside the 
tolerance before the optimizing routine is ended. 

 
In this example the final pose was reach in 4 steps. With this very early 
version of the Selfie aligner this process will take a little less than 10 seconds. 

By fare, the most time is spent on moving the robot arm. The time for 
analyzing an image and calculating the proposal for a step is ~0.5 second.  
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One Meter Wax Test: 
To demonstrate the high accuracy and extreme repeatability of the Selfie 

Aligner a practical test was arranged. To challenge the performance of the 
aligner a Mirror Tag was mounted at one end of a 1 meter long bar. At the 
other end a small block of was placed on top of a LEGO block. The camera tool 

was fitted with a small tool that could stamp a mark on the wax block. 
 

The challenge was now to let the Selfie Aligner calibrate to the Mirror Tag and 
then use this information to put a mark on the wax. To demonstrate the 
repeatability the bar could be moved to a new position. After a new alignment 

to the Mirror Tag the Selfie Aligner could make a second marking on the wax. 
After a series of markings on the wax block we would have a simple and very 

visual proof of the repeatability. 
 

 
     The setup for the “One Meter Wax Test” at Smart Lab, Aalborg University 

 

After a series of test, it was clear that the stamp would hit at exactly the same 
position each time. The repeatability was so good that it was not possible to 

tell one stamp mark from the other.  
 
A short video from the test can be found here: 

https://vimeo.com/853226419/76847cad35 
 

Same video but uncut and with an introduction: 
https://vimeo.com/848551417/f03f431220 
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“Parkinson effect”: 

The high accuracy of the Selfie Aligner rise some new issues that must be 
taken into considerations. The actual pose of the robot arm at stillstand is not 
rock steady. Combined with the lack of a time coordination between the robot 

controller and the camera tool load to some unclear results on the alignment. 
The Selfie Aligner have no problem measuring the position of the camera in 

relation to the mirror tag with a very high accuracy. But there is a challenge in 
coordinating the results from the Selfie Aligner with actual pose of the robot 
arm. 

  
Even when a robot arm is steady at a pose it may have small variations 

around this theoretical locked pose. The encoders and the motors in each joint 
will try to hold a fixed position. When an encoder detects a misplacement, the 

motor will bring this joint back to the right position. This ongoing adjustments 
at the joints can course a little wobbling at the end of the robot arm. At a 
steady position this effect is very small but with more dynamic condition the 

effect is bigger. 
 

A small test with the UR5, used for this test, shows that the robot on average 
was off by 18 µm and 52 µRad when it was at a steady position. This is not a 
flaw in the robot but a side effect from the design of the robot arm. 

These values were simply found by polling the robot controller for the actual 
pose with the command “get_actual_tcp_pose”. From a series of 

measurements made at a frequency of 5 Hz (0.2 second between data points) 
the mean we can calculate for a 4 second time window. This small test did not 
involve data from the Selfie Aligner. 

 
To simulate a dynamic situation a 2 kg weight was attached to the end of the 

robot arm by a string. With this weight swinging the values was almost the 
same as for the steady situation. 
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The small variations around a theoretical fixed pose seems to be around 0.02 
mm and 0.05 mRad (20 µm and 50 µRad). Much higher diversions from the 

fixed pose could be induced by shaking the robot arm by hand. 
 
These small deviations from a theoretically steady pose will affect the images 

from the camera. What is presumed to be an image taken from a distinct pose 
may be taken from a slightly different pose. Normally this difference is so 

small that it will make no difference but when the Selfie Aligner is performing 
at its best this “error” on the robot pose is around 25% of the average error 
for the Selfie Aligner.  

 
This implicate that it will be difficult to improve the accuracy on an alignment 

performed with the Selfie Aligner on a UR robot. We are close to the limit for 
the accuracy of the robot arm. 

 
At the moment the robot controller and the camera in the Selfie Aligner 
cannot be linked to share the time. The actual pose of the robot arm cannot 

be registries at the exact time as the image is taken. To compensate for this 
lack of simultaneity the robot arm it brought to still stand for a moment 

before the image is taken. This slows the alignment process but do not 
compromise the accuracy of the system. 
 

Below is the result from two tests to measure the small movements of a robot 
at a fixed pose. In both tests the actual pose of the tool (TCP) is measured 

with an interval of 0.2 second (5 Hz). 
 
In the first test, “Steady”, the robot arm is at stillstand and in the second test, 

“Swing”, the robot arm is again at stillstand but a 2 kg weight is hanging and 
swinging from the end of the robot arm. This is to introduce an external force 

to the robot arm and as an attempt to force the robot arm away from its fixed 
position. 
 

The values from the robot are measured in meter and radian. In the 
calculation of the mean and the diversion from the mean micrometer (µm) 

and microradian (µRad) is used (1 m = 1000 mm and 1 mm = 1000 µm). 
 
A short video from these tests can be found here:  

https://vimeo.com/886266510/a194ef5d12 
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Platform stability: 
The accuracy of a robot on a mobile platform aligning to a fixed workplace will 

be dependent on the stability of the platform. A mobile robot or “mobile 
manipulator” consist of a robot arm and a mobile platform. This platform will 
typically be an Autonomous Mobile Robot (AMR) or an Automated Guided 

Vehicle (AGV). 
Common for these mobile units is that they run on rubber wheels and have 

some kind of suspension to compensate for imperfection in the surface and to 
keep all wheels in contact with the floor. 
 

This design is necessary for moving around but when the platform is parked 
the rubber wheels and the suspension will make the mobile platform flex a 

little with the changing load from a moving robot arm. 
 

To estimate the effect from the flexibility in the mobile platform the Selfie 
aligner was used to measure how a MiR platform tilt under load. The Mirror 
Tag was placed on top of the MiR unit and another mobile platform with the 

Selfie Aligner on a UR5 robot arm was parked close by. The Selfie aligner was 
first used to align the camera toll to the Mirror Tag. Then the MiR platform 

was loaded with a heavy off-center weight and the readings from the Selfie 
Aligner was used to find the stability of the MiR200 platform. 
 

 
Measuring the stability of the MiR200 platform 
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The test shows that the MiR platform is very stable. A torque load of 100 Nm 
will only tilt the platform 0.67 mRad.  

 
The stiffness of the wheels and suspension is dependent on the position of the 
four caster wheels in the corners. For this test the wheels were orientated in 

the length of the platform. The castor wheel can both be in a position where 
they give extra support to the load or in a position where they let the platform 

flex the most. How the wheels are orientated will depend on how the mobile 
unit arrived to the workplace and may vary from time to time. On the MiR 
platform it is not possible to register the actual orientation of the castor 

wheels. 
 

 
 
The platform will flex around a point close to the wheel base. An angular 

deformation here will move the top of the platform sidewards. For a robot arm 
reaching out over the side of the platform the movement from the 
deformation in the wheel base will be like a rotation around a horizontal axis 

at the wheelbase. Vertical load on the end of the robot arm will deflect the 
tool in approximately a 45° angle relative to vertical. 

 
A short video from the test can be found here: 

https://vimeo.com/886266510/a194ef5d12 

 

 
 


